aining blank pages.

4248 = 50. w

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the rem
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(S{;@/i;)th Semester B.E. Degree Examination, Dec. 2017/Ja1()§1ﬁ
\ Data Warehousing and Data Mlmng §>

O
x. Marks:100

C/
e

}jote Answer any FIVE full questions, selectmg\g\\
at least TWO questions from each pa

/

<7 ///\ \J
S PART — A RN
1 a. Givethe deﬁmtl((ﬁ ‘data warehousing. Discuss the need for@ita)warehousmg (06 Marks)
b. Give the dlfferenc\ﬁ en OLTP and data warehouse sy; (04 Marks)
c. Discuss the charact%@s of operational data store \)qt%w) design and implementation
issues. \<\<\\}\ o ;7 \\{ (10 Marks)
2 a. Describe the operations of data)¢ube. N Y (10 Marks)
b. Present five major characteristics from Codd’s rulé\\) j\\ (05 Marks)
c. Explain the difference between/ QLAP and RQEA%( (05 Marks)
3 a. Explain various tasks of data mm1 erm € for each. (10 Marks)
b. Explain: (i) Data mining applicatio 7 )4‘5&@&5/ in proximity calculation. (10 Marks)
4 a. What is Frequent Itemset Generat10n‘7 Ex <Qfam Frequent Itemset Generation using Apriori
principle. (10 Marks)
b. Given the following set of transaction: 1?1 ‘nf(al:l@t basket model. Build a frequency pattern
(FP tree) show each transaction separatgly.
Transaction ID QN {éems boughL il
01 Milks bread, cookles\\/p{ggg\\
02 aﬁ{@ juice \(,/ /,f\
03 , Ik, eggs >
04 /( /?read cookies \i/
uice, eggs N2
\@ Breadeggs | < :9;,\
7 /7) (10 Marks)
/)\ \/ g-\
& PART-B y/
5 a. Explain Huntgf ﬁthm Using Hunts algorithm write decision tree er&he following data
T4E{‘ H—Iome Annual | Marital | Default o
/ owner | Income | Status | borrower (1/1)/\
= Yeas | 125K | Single No X K@@
[pN2 | No | 100K | Married | No A
V(3 | No | 70K | Single No (&
N 4 | Yes | 120K | Married No Q@
/}Q;/ 5 | No 95K | Divorced | Yes o2
N 6 | No | 60K | Married | No S
- 7 Yes | 220K | Divorced No Q:@
““““““““““ g 8 No 85K Single Yes
9 No 75K | Married No
10 | No 90 K Single Yes

b. Explain the various measures for selecting the best splits.

C.

Explain the rule evaluation criteria for classification.
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(10 Marks)
(05 Marks)
(05 Marks)
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t are Bayesian classifiers? Explain Baye’s theorem for classification. £ (10 Marks)

Give
Explairt- llowing clustering technique with algorithm.
i) K-m thod @

ii) Divisive)fierarchical method. &
%’%" &

f .
. o : :
What is Web datA\kg ing? Explain Web document clusteri <%

Explain different tex ing approach. N\
Describe sequential echnique, with an example.@
)\,
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20f2

ain how the predictive accuracy of classification methods be estimated..@} 10 Marks)

@c’/

o
inition of cluster analysis. Explain desired features of clust%‘f&sis. (10 Marks)

(10 Marks)

(06 Marks)
(08 Marks)
(06 Marks)



